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High-accuracy Monte Carlo simulations of the time-dependent excitation probability G~(t) and 
steady-state emission anisotropy rM/rOM for one-component three-dimensional systems were per- 
formed. It was found that the values of rM/roM obtained for the averaged orientation factor K 2 only 
slightly overrate those obtained for the real values of the orientation factor K~. This result is 
essentially different from that previously reported. Simulation results were compared with the 
probability com-ses C~(t) and R(t) obtained within the frameworks of diagrammatic and two-particle 
Huber models, respectively. The results turned out to be in good agreement with R(t) but deviated 
visibly from C~(t) at long times and/or high concentrations. Emission anisotropy measurements on 
glycerolic solutions of Na-fluorescein and rhodamine 6G were carried out at different excitation 
wavelengths. Very good agreement between the experimental data and the theory was found, with 
Xox ~ )to4 for concentrations not exceeding 3.5 �9 10 -2 and 7.5 �9 10 3 Min the case of Na-fluorescein 
and rhodamine 6G, respectively. Up to these concentrations, the solutions investigated can be 
treated as one-component systems. The discrepancies observed at higher concentrations are caused 
by the presence of dimers. It was found that for Xox < )t~ (Stokes excitation) the experimental 
emission anisotropies are lower than predicted by the theory. However, upon anti-Stokes excitation 
()rex > ~0~), they lie higher than the respective theoretical values. Such a dispersive character of 
the energy migration can be explained qualitatively by the presence of fluorescent centers with 0-  
0 transitions differing from the "mean" at X~. 
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I N T R O D U C T I O N  

Concentration depolarization o f  fluorescence (CDF) 
of  one component systems has been studied for over 50 
years. It is well-known that the CDF phenomenon can 
be explained by the nonradiative excitation energy trans- 
port (NEET) from molecules M,. originally excited by 
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light absorption to other like molecu!es, the dipole mo- 
ments o f  which are randomly distributed in space [1-4]. 

Though numerous theoretical attempts have been 
undertaken to describe the CDF phenomenon, no general 
solution has been found so far [5-9]. The main problem 
is the derivation o f  the probability that the molecule M~ 
initially excited at time t = 0 will also be excited at time 
t > 0. In the time interval (0, t) before emission this 
excitation energy may randomly walk in the vicinity o f  
the molecule M~ exciting other molecules and may re- 
peatedly return to M~. 

In the last two decades, important progress has been 
made in the theoretical description o f  incoherent energy 
transport in disordered systems [4-6,8-15].  The func- 
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tions R(t) and G~(O have been obtained within the frame- 
work of hopping and diagrammatic models, respectively. 
Recent developments in computer simulations and ex- 
perimental methods enable, in principle, a global anal- 
ysis of the CDF phenomenon in one-component systems 
to be performed. No such complete analysis has been 
presented as yet, though some fragmentary results have 
been reported [7,8,16-25]. 

In this paper, we present the results of simulation 
of changes in the emission anisotropy under steady-state 
excitation as well as the temporal course of the proba- 
bility that the excitation resides on 54,, as a function of 
concentration. Monte Carlo simulations were carried out 
for the averaged value of the orientation factor as well 
as for its exactly calculated values. The exact results 
were applied to test the respective expressions obtained 
within the framework of the above mentioned models. 
To verify the validity of the assumptions taken up in the 
theory and in the Monte Carlo simulation, it is indis- 
pensable to compare the results with appropriate exper- 
imental data. Such data concerning the emission 
anisotropy of systems in which self-quenching is negli- 
gible over the whole of the relevant range of concentra- 
tions are also presented. In view of the expected 
influence of nonhomogeneous broadening of absorption 
and emission bands on the emission anisotropy, the 
measurements were carried out for both k~ = ~0 o and 
X~x # X0_o, where )te~ is the excitation wavelength and 
~o4 denotes the wavelength at which the mean 0-0 tran- 
sition occurs. 

THEORETICAL B A C K G R O U N D  

Modern theories are commonly based on the fol- 
lowing assumptions [1,4]: 

(1) energy migration is a result of dipole-dipole 
interaction between fluorescent molecules (FM) 
with nondegenerate excited states; 

(2) there is no rotational depolarization; and 
(3) effectively, only Mi molecules contribute to the 

observed fluorescence emission anisotropy r 
[26,27]. 

The last assumption substantially simplifies the emission 
anisotropy (EA) calculation. In that case [10,28], 

rM % 
- (1) 

?'oM 3] 

and it is sufficient to calculate the fluorescence quantum 
yield ~q~ of the M~ molecules, where ~q is the total fluo- 
rescence quantum yield and rod is the limiting anisot- 
ropy. If  there is no self-quenching (which is the case for 

a true one-component system), then ~q is constant, and 
the changes in the emission anisotropy (EA) with con- 
centration can be fully described by those in "qi. 

From among numerous theoretical attempts to the 
CDF problem in one-component systems, the most gen- 
eral are the results obtained within the framework of 
diagrammatic and hopping models [5-7,29]. 

In the hopping model the function 
1 

R(t) =exp[--yM(T~-~)~ ] (2) 

was obtained by Huber et al. [5]. Within this framework, 
the relative quantum yield of initially excited molecules 
equates with the average value of R(t) over the excited- 
state lifetime, from Eq. (1), so that 

rM= 1 ~fo exp(- t-J-)R(t)dt (3) 
ro~ "rod \ TOM-' 

where %M denotes the mean excited-state lifetime and 
R(t) is the time-dependent probability that the excitation 
resides on the original site. Substituting expression (2) 
into (3) yields [8] 

rM= 1 --f(2-l/2"yM ) (4) 
FOM 

where 
1 

f("/M) = ~r[ 7Mexp(',/2)[1--erf('vM)] (5) 

q'r 1/2 Cl i  4 
3% - (6) 2 Cy" 

in which C, denotes the concentration of fluorescent mol- 
ecules in a solution and Co M" is the critical concentration. 

Gochanour, Andersen, and Fayer (hereafter GAF) 
developed a new theoretical description of the NEET 
process in one-component systems [6]. They worked out 
diagrammatic Green's function expansions of the La- 
place transform O(e) in powers of e (diagrammatic 
model). For three-dimensional systems with dipolar in- 
teraction, the Laplace transform of G~(t) in the two- and 
three-body approximation is given by [6] 

1 

1-  l+(n r + 4F(~) 

r ='r0,, (7) 
4[F(~)] 2 

where in the two-body approximation, 

F ( e )=e%.  (8) 

and, in the three-body approximation, 

F(s) = e%v- 0.1887"V~ (9) 
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The fimction G~(t) may be obtained from Eq. (7) by its 
numerical inversion using the Stehfest method [30]. This 
relationship does not include the decay processes caused 
by fluorescence emission and nonradiative transitions. 
The decay function q~i(t) suitable for comparison to ex- 
periment should have the form 

q~(t) = exp ( -  r~M) G~(t ) (10) 

where G~(t) describes the decay of the M~ population due 
exclusively to migration of the excitation. 

The transient emission anisotropy can thus also be 
expressed in terms of the Green's function: 

r(t, TM) 
-c~(t) (ll) 

~(t,O) 

while the steady-state emission anisotropy is then given 
by 

(12) 
r(0) ToM " "r0~ 

Using the relations of Eqs. (7), (9), and (12), the 
following result for the emission anisotropy in one-com- 
ponent systems can be obtained [6]: 

1 

r M /~rQ\~ / 4 \  
r-~M=l--[-~ - )  7M+[~)0.1887Q72 (13) 

where 
1 

Q=[-x+~2+Y)2] 2 (14) 

1 

x = ~ )  ~-, y=o.1887v~, (15) 

1 

7M= ! -~-jc0u ~ (16) 

The result embodied in Eq. (13) obtained in the 
three-body approximation of the GAF theory for the ex- 
citation transport in three dimensions is considerably 
more complex than the analytical form of Eq. (4) for the 
simpler two-particle model of Huber, reflecting the dif- 
ference in the functions G~(t) and R(t). 

MONTE CARLO SIMULATIONS 

Method of Simulation 

In our simulation, N monomers of dimensionless 
reduced density ~/M are randomly distributed within a 

three-dimensional cube volume. The excitation energy 
initially localized on any one molecule can be trans- 
ferred to any other molecule and the rate of transfer be- 
tween them is assumed to be distance dependent (inverse 
sixth power in the usual way). The donor molecules are 
labeled from 1 through N. The probability pj(t) that the 
excitation is on the jth molecule satisfies the master 
equation [6]: 

dP 
- -=Z/ -P  (17) 
dt 

where P is the vector with components [pl(t), pz(t) . . . .  
pu(t)] and W is the N • N matrix given by 

N 

~k=Wjk -- ~j~ ~ w,k, j ~ ,  k<~ (18) 
i = 1  

The distance-dependent transfer rates are given by 
wj~, where wj~ are symmetric, orientationally averaged, 
Frrster rates [31]: 

1 [RfM~ ~ wJ =%--2t / (19) 

where Rf  M is the relevant Frrster separation for mono- 
mer-monomer excitation transfer. The quantity of inter- 
est is the relative emission anisotropy r/roM, which is 
given in the limit of contributions only from the initially 
excited molecules by [32] 

r u  = --r (20) 

FOM 1 

where the symbol (...} denotes configuration averaging 
and I is the identity matrix. The inverse of the matrix I- 
"r0MW is not analytically obtainable, but it can be ex- 
ploited very effectively in the Monte-Carlo simulation. 

The dependence of the quantities of interest on the 
density 7M is obtained for a given monomer configura- 
tion by rescaling critical radii for energy transfer for a 
cube of unit dimension. The effects of the finite size of 
the generated configurations are minimized by introduc- 
ing periodic boundary conditions (the cube with N ran- 
domly distributed monomers is surrounded by replicas 
of itself) with a minimum image convention [the mon- 
omer interacts with another monomer, the latter being a 
donor (the same cube) or its periodic image (replica)]. 
Next, the N • N matrix, I-'roMW, is filled. This matrix is 
symmetric. Its inverse is calculated using the standard 
Gauss numerical procedure. This procedure was tested 
to show whether or not a one-component system (no 
dimers) returned a relative quantum yield of unity. Then, 
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Fig. 1. Steady-state emission anisotropy rJrou versus reduced con- 
centration 7M = (~v~a/2)(CM/Cf~); D, A, V, O, % and �9 denote the 
results of Monte Carlo simulations for the different number N of mol- 
ecules in the system; the distance of closest approach R~ between mon- 
omers was assumed to be 0.1 Ry M. Theoretical curves 1 and 2 are 
practically indistinguishable over the whole concentration range (com- 
pare with the numerical data in Table I). 

after a suitable number of  simulated runs, the averaged 
quantities of  interest are calculated. The number of  mol- 
ecules N was chosen for individual simulation runs to 
be 50, 100, 200, 400, and 500 (Nis limited by CPU time 
consumption and numerical stability). Numerical results 
for the emission anisotropy were generated for densities 
ranging from YM = 0.01 to 100. The simulated config- 
urations were sampled until the relative variance of the 
emission anisotropy attained a value of less than 0.2%. 
The simulations were performed for the special case of  
a fixed average value of the orientation factor K 2 : 0.476 
corresponding to that obtaining for a statistical distri- 
bution of immobile molecular dipoles [33] and then also 
extended to the true situation for which 

K 2 = (e ie j -  3 ( eT ) (e f ) )  2 (21) 

(e~ is the dipole moment of the monomer molecule), cor- 
responding fully with the definition of the transfer rate 
W/j. 

We have also performed the Monte Carlo simula- 
tion of the temporal probability P~(t) that the excitation 
resides on the initial molecule M~ in a system of N mol- 
ecules. This function can be described in terms of ei- 
genvectors and eigenvalues of  the transfer matrix W [34- 
36]. Let us assume that the matrix Z is a matrix of fight 
eigenvectors of  matrix W. In matrix Z, the eigenvector 
corresponding to the eigenvalue Xj is located in the jth 
column. Thus the decay probability profile pN(t) is given 
by 

N 
t 

k = l ' ,  erOM kk 

1 N  N 
= :  Z ]~(Z- 1)kZj~exp ( -  k, -~-t ) (22) 

i r k = l  j =  1 x, ,ToM / 

where subscript i denotes the set of  primarily excited 
molecules. I f  the rate constants for energy migration are 
symmetric, i.e., w~kj M = w~j~ M, then the matrix W is sym- 
metric and thus the matrix Z is orthogonal (~1  = zr). 
Moreover, if the eigenvectors are normalized to unity, 
then the fluorescence decay P~(t) can be expressed by 
the simple formula 

P~(t)= 1 + • exp - j 
j=l 

The unity within the external bracket corresponds to the 
zero eigenvalue of matrix W. 

The eigenvalues of the real symmetric matrix W 
were computed as follows: first, accumulating orthogo- 
nal similarity transformations were used to reduce the 
matrix to an equivalent symmetric tridiagonal matrix; 
and second, the implicit QL algorithm was used to com- 
pute the eigenvectors and eigenvalues of  this tridiagonal 
matrix. 

Results and Discussion 

Numerical results of the change in relative emission 
anisotropy rJroM, as a function of concentration obtained 
for a critical radius R0 ~M = 50 2k, distance of the closest 
approach between the monomers R c = 0.1 R f  M and ori- 
entation factor K } taken fully into account, are presented 
in Fig. 1. The value o fRo  MM = 50 A is representative for 
most xanthene dyes in solution. As can be seen, for the 
systems with N chosen anywhere within the range 50- 
500, the values of  rM/roM are practically identical and 
coincide with the theoretical curves 1 and 2 (see below) 
up to reduced concentrations 7M ~ 2. However, for the 
highest concentrations they flatten out and tend to a con- 
stant limiting value related to the number of  molecules 
N present in the system. This fact results from the initial 
and final conditions for the probability P~(t) of the ex- 
citation being found on M,. I f  the deactivation of the 
excited molecule Mi takes place only as a result of the 
nonradiative energy migration, then Eq. (23) yields 

1 
pN(0) = 1, p~(oo) = ~  (24) 

This property is well confirmed by the limiting emission 
anisotropy values presented in Fig. 1. The CDF theories, 
however, predict that the emission anisotropy continues 
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Table I. Monte Carlo Simulations of the Emission Anisotropy Obtained for Several Systems Consisting of N Molecules Compared with the 
Theoretical Predictions 

r~/roM = (rJroM)u- I/N ~ Theory 

"YM N = 50 N = 100 N = 200 N = 400 N = 500 (a) N = 500 (b) Hopping GAF 

0.01 0.967633 0 . 9 7 7 8 9 4  0 . 9 8 2 9 5 6  0 . 9 8 4 6 4 2  0 . 9 8 5 7 9 2  0 . 9 8 5 8 5 8  0 . 9 8 7 5 6 6  0.987569 
0.02 0.955596 0 . 9 6 5 7 1 2  0 .970863  0 . 9 7 2 1 8 1  0 . 9 7 3 6 8 1  0 . 9 7 3 7 7 7  0 . 9 7 5 3 2 9  0.975338 
0.05 0.921170 0 . 9 3 0 2 9 9  0 . 9 3 5 6 9 0  0 . 9 3 6 2 3 6  0 .938431  0 . 9 3 8 5 4 3  0 . 9 3 9 7 5 8  0.939814 
0.1 0.867266 0 . 8 7 4 8 6 5  0 . 8 8 0 3 9 5  0 . 8 8 0 1 9 5  0 . 8 8 2 9 4 9  0 . 8 8 3 3 8 8  0 . 8 8 4 0 7 4  0.884268 
0.2 0.770223 0 . 7 7 6 3 4 5  0 . 7 8 1 1 2 3  0 . 7 8 0 8 0 3  0 . 7 8 3 7 3 1  0 . 7 8 5 0 8 8  0 .784811  0.785403 
0.3 0.686328 0 . 6 9 1 6 9 1  0 . 6 9 5 5 2 2  0 . 6 9 5 6 8 3  0 . 6 9 8 3 5 7  0 . 7 0 0 6 6 3  0 . 6 9 9 4 4 9  0.700463 
0.5 0.550574 0 .555051  0 . 5 5 7 6 7 3  0 . 5 5 8 5 9 2  0 . 5 6 0 8 6 2  0 . 5 6 4 8 6 5  0 . 5 6 1 8 1 8  0.563453 
0.8 0.405337 0 . 4 0 9 0 8 6  0 . 4 1 1 0 2 4  0 . 4 1 2 5 5 9  0 . 4 1 4 2 1 7  0 . 4 2 0 0 4 9  0 . 4 1 9 4 4 9  0.416786 
1.0 0.335308 0 .338902-  0 .340737  0 .342431  0 . 3 4 3 7 9 0  0 . 3 5 0 3 3 3  0 . 3 4 4 3 2 0  0.345950 
2.0 0.150331 0 . 1 5 3 3 4 1  0 . 1 5 5 1 3 5  0 . 1 5 7 0 2 7  0 . 1 5 7 7 3 2  0 . 1 6 4 3 1 3  0 . 1 5 7 2 6 2  0.157211 
3.0 0.081119 0 . 0 8 3 4 1 3  0 . 0 8 4 9 3 2  0 . 0 8 6 4 9 9  0 . 0 8 6 9 9 9  0 . 0 9 2 0 5 0  0 . 0 8 6 2 2 9  0.085492 
5.0 0.033227 0 . 0 3 4 4 3 5  0 . 0 3 5 3 5 2  0 . 0 3 6 3 1 4  0 . 0 3 6 5 7 7  0 . 0 3 9 3 6 6  0 . 0 3 5 9 6 0  0~035244 
8.0 0.013663 0 . 0 1 4 2 3 0  0 . 0 1 4 6 6 9  0 . 0 1 5 1 4 3  0 . 0 1 5 2 8 2  0 .016611  0 . 0 1 4 9 4 4  0.014541 

10.0 0.008855 0 . 0 0 9 2 3 8  0 . 0 0 9 5 3 3  0 . 0 0 9 8 5 5  0 . 0 0 9 9 4 7  0 . 0 1 0 8 4 3  0 . 0 0 9 7 1 4  0.009432 
20.0 0.002256 0 . 0 0 2 3 5 8  0 . 0 0 2 4 3 5  0 . 0 0 2 5 2 2  0 . 0 0 2 5 4 9  0 . 0 0 2 7 8 7  0 . 0 0 2 4 8 1  0.002402 
30.0 0.001008 0 . 0 0 1 0 5 4  0 . 0 0 1 0 8 8  0 , 0 0 1 1 2 7  0 . 0 0 1 1 4 0  0 . 0 0 1 2 4 6  0 . 0 0 1 1 0 7  0.001071 
50.0 0.000366 0 .000381  0 . 0 0 0 3 9 4  0 . 0 0 0 4 0 8  0 . 0 0 0 4 1 3  0 . 0 0 0 4 4 7  0 . 0 0 0 4 0 0  0.000386 
80.0 0.000144 0 . 0 0 0 1 5 0  0 . 0 0 0 1 5 5  0 . 0 0 0 1 6 0  0 . 0 0 0 1 6 1  0 . 0 0 0 1 7 6  0 . 0 0 0 1 5 6  0.000151 

100.0 0.000093 0 . 0 0 0 0 9 6  0 . 0 0 0 1 0 0  0 . 0 0 0 1 0 3  0 . 0 0 0 1 0 4  0 . 0 0 0 1 1 3  0 . 0 0 0 1 0 0  0.000097 

~ and b calculated for realistic ~z2 and averaged K2=0.476 values of the orientation factor, respectively. 

to decrease with concentration and, finally, attains zero. 

Thus, correct values o f  rM/roM are obtained throughout 
the whole concentration range i f  the limiting value 1/N, 
where N is the number o f  molecules used in the simu- 
lation, is subtracted from that simulated (rM/roM)N 

r M = ( r . ~  1 (25) 

ro. \ r o J  N N 

as also demonstrated in Fig. 1 for the N = 500 case. 
The results of  these Monte Carlo simulations ob- 

tained for different numbers o f  molecules,  N, are listed 
in Table I. The increase in the number o f  molecules 
leads to a slight rise in the relative emission anisotropy 
values, especial ly for high concentrations -&. In column 

b are listed the values o f  (r~/roM)b (N = 500) obtained 
for the averaged value o f  the orientation factor ~ .  They 
differ only slightly from those obtained taking full ac- 
count o f  K~2~ listed in column a. The maximum difference 

8 = (rM/roM)b -- (rM/roM), in the intermediate concentra- 
tion range (~/M = 1) does not exceed 1.7% and is much 
less than that obtained in the Monte Carlo simulations 

presented by Bodunov [ 171. He obtained values o f  rM/roM 
for K 2 lower by 10% at "YM = 1 than those taking K2k into 
full account. The approximate theory o f  Knox and 
Craver [37,38] also predicted lower emission anisotropy 
values for the averaged orientation factor (8 negative). 
The more exact results presented here show that the dif- 

ference is in fact positive, but in practice, its value is 
insignificant and it may be neglected. In the last two 

columns the theoretical values o f  r~/roM calculated from 
Eqs. (4) and (13) are listed (1 and 2, respectively, in Fig. 
1). It can be seen from the table that, for N as low as 
100, the simulated emission anisotropy values are al- 
ready very close to those predicted by theoretical mod-  
els. For  N = 500 (column a), the differences between 
the simulated emission anisotropy values and those cal- 
culated from the GAF theory- -Eq .  (13 ) - -do  not exceed 
0.001 for the reduced concentrations ,/_< I0, completely 
negligible from an experimental  point o f  view. Never- 
theless, it is also interesting to compare the theoretical 

values o f  the emission anisotropy obtained within the 
framework o f  the models  discussed herein. In the low 
concentration range the values of  (rM/ro~1)aAv obtained 
from the GAF theory are somewhat higher than those 
obtained in the hopping model. The relative difference 
in the emission anisotropy, 

k = (26) 

(29o  
calculated based on both models  up to ,/~ = 2 is not 
higher than 0.5% with A > 0, and up to ~M = 50 it is 
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0.1 ~ " MC, piN(t), N=400 

Pi (t) ~ _  o MC, PiN(t) = P~(t), Zq(27? 

0.01 L~ ~ ,  1 ~- a(t)-gq.(3) 
I ~ , _  ~ *  oz~-, 2- GS(t)-Eq'(7) 

0.001 ~ ~  
0.0 0.5 1.0 1.5 2.0 

t/'C0M 

Fig. 2. Time-dependent survival probability P~(t) versus t/%M in a one- 
component three-dimensional system. The decay due to fluorescence 
and nonradiative transitions is not included. (o) Monte Carlo simulation 
results obtained for 2000 configurations of 400 monomers; (o) the 
same results corrected according to Eq. (27); (1, 2) theoretical curves 
obtained in the two-particle Huber model and in the three-body GAF 
theory, respectively. 

not higher than 3.5% with A < 0. It is worth noting that 
the GAF theory predicts slightly higher emission ani- 
sotropy values compared to those of the hopping model 
at low concentrations ('/M < 1) and somewhat lower val- 
ues for "/M > 1. For ~M > 1, both models predict the 
emission anisotropy values slightly underrated compared 
to the results of the simulations, the results of the hop- 
ping model being in better agreement. 

Simulations of the temporal probability of the ex- 
citation being found on molecule M~ after time t were 
also carried out for N = 400 molecules in the system, 
taking full account of the orientation factor K 2. In Fig. 
2, the results for concentrations "/M equal to 1, 5, and 10 
as well as the theoretical curves R(t) and Gs(t) calculated 
from Eqs. (3) and (7) are presented. For 3~M = 1, the 
agreement between the simulation results and the theory 
is very good up to t/TOM = 2. For higher "/M, the results 
of simulations denoted by filled circles approach the lim- 
iting value 1/N. As for analysis of the simulation results 
performed for the steady-state anisotropy, the correct 
values of the survival probability P~(t) are obtained by 
subtracting the limiting value pN(~) = 1/N from the sim- 
ulated values of pN(t): 

1 
P~(t)=PTi(t)-=pN(t) N (27) 

The results of the simulations denoted by open circles 
were corrected according to Eq. (27) and compared with 
two theoretical curves. It is seen that, for higher ~/M and 

[ ~ I . . . .  r ' " l " " L ' " ' t " " ~ " " ~ ' " ' ~  ~ 

D ,V ,O- MC, PiN(t) 

1- R(t)- Eq.(3) 

2- GS(t) - Eq.(7) 

Pi (t) o~ ~ 3 -  Me, Pi=(t), Eq.(27) 

. o , 0  

0.001 "" ......... ' ....................... '"'~" ....... , , , , , , , i , , , , , ~ , . u ~  

0 2 3 4 5 6 7 8 

VM (t/ C0 0 "2 

Fig. 3. Probability 1~ versus ~(t/%~) ~/2, (1, 2). Theoretical curves 
calculated from Eq. (3) and Eq. (7), respectively; (D; V, o) the results 
of Monte Carlo simulations obtained for N = 400 molecules in the 
system; (3) the same results corrected according to Eq. (27). 

t/TOM, the theoretical decays are faster than those of the 
simulations. Moreover, the comparison between the the- 
oretical courses shows that the function O(t) decays fas- 
ter than R(t) at long times, 

These results correspond with those discussed 
above for the steady-state emission anisotropy. Good 
agreement between Gs(t) and the simulated time courses 
has also been noted previously [20,21,39], but only for 
relatively low values of "/h~ (tl%M) 1/2" Such limited com- 
parisons were sufficient in those cases from the practical 
point of view, but theoretically, comparisons should be 
made over a wider range of changes in concentration 
and time. In Fig. 3 the dependence of the probability 
Pi(O on "/M (t/'roM) v2 is presented. It can be seen that the 
corrected simulated data coincide well with the predic- 
tion of the Huber model, curve 1, but they deviate dis- 
tinctly from those of the GAF theory, curve 2, at long 
times and/or concentrations. 

A comparative study by means of an exact density 
expansion of the time-dependent probability has also 
been carried out [7]. It was found that the GAF result 
Gs(t) in the three-body approximation is exact up to sec- 
ond order in concentration and that the Huber result R(O 
is remarkably close to the exact one, deviating from it 
by only 3%. The comparison of R(t) as well as the con- 
centration dependence of rffroM obtained in the two-par- 
ticle Huber approximation with simulations highlights 
the accuracy of this relatively simple approximation. 
Though obtained strictly for short times and low con- 
centrations, it rams out to be rather accurate for long 
times and high concentrations as well. This result, sur- 
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Table lI. Data Characterizing Na-Fluorescein and Rhodamine 6G 
Solutions 

Viscosity )tox 
System Solvent r(K) (P's) K(M ~) (nm) 

I. Na-fluorescein Glycerol + 10% 
ethanol + 0.1 N 
NaOH 300 0.63 0.201 510 

lI. Na-fluorescein Glycerol 293 1.49 0.171 500 
III. Rhodamine 6G Glycerol 293 1.49 1.21 540 

prising in view of its heuristic origin, has not yet been 
rationalized. 

In spite of the fact that the more general GAF the- 
ory can potentially describe more exactly the quantities 
discussed over a wide time and concentration range, it 
should be emphasized that the mathematical difficulties 
connected with the necessity of  taking into account 
higher-order approximations may, for practical purposes, 
prove insuperable. 

EXPERIMENTAL 

As shown in the foregoing, the theoretical results 
for the changes in emission anisotropy as a function of 
concentration in an ideal one-component system ob- 
tained within the frameworks of the diagrammatic and 
hopping models are in very good agreement with those 
of Monte Carlo simulations over a wide range of con- 
centrations. However, any theory should be verified, at 
least for its consistency, by comparison with experimen- 
tal data. As far as perfect one-component systems are 
concerned, it is extremely difficult--if not indeed im- 
poss ible- to  obtain such experimental data over a very 
wide concentration range. As is known, dyes in solution 
show susceptibility to dimerization at high concentra- 
tions, apparent from changes in their electronic absorp- 
tion spectral profiles as well as in the decreasing 
quantum yield. The ability of dye molecules to dimerize 
in solution depends, among other things, on the dye 
structure and the solvent. In general, xanthene-type dyes 
such as fluoresceins and rhodamines dimerize strongly 
in very hydrophilic (aqueous) solvents. In order to min- 
imize this problem, and to provide a highly viscous me- 
dium essentially to prevent rotational depolarization, 
glycerol and glycerol-ethanol solutions of Na-fluores- 
cein (systems I and II, respectively) were prepared for 
investigation. Na-fluorescein was chosen because its 
equilibrium constant K for dimer formation is at least 
one order of magnitude lower than those of other xan- 

thene dyes in these media [40]. It has been found that 
fluorescein dimer formation in ethanol up to concentra- 
tions as high as 3 • 10 -2 M is negligible [41], while 
the absorption spectra of Na-fluorescein in glycerol-eth- 
anol solutions remain practically unchanged up to 10 -2 
M [42]. The dimerization constant in the latter system 
was determined via the concentration-dependent varia- 
tion of the emission anisotropy or of the emission ani- 
sotropy and the quantum yield [43]. The values obtained 
for the dimerization constants for systems I and II are 
given in Table II and are consistent with the value of K 
< 0.6 M -1 estimated for Na-fluorescein in ethanol by 
Lutz et al. [44]. For comparison, a glycerol solution of 
rhodamine 6G was also examined (system III). Rhoda- 
mine 6G in water forms dimers very easily (K ~ 2.5 • 
103 M -1) [45] .  However, its susceptibility to dimeriza- 
tion in glycerol and ethanol solutions is much lower 
[46,47]. The absorption spectra of rhodamine 6G in 
glycerol-ethanol solutions remained unchanged up to 5 
• 10 -3 M. Again using the method indicated above, a 
dimerization constant of about 1 A// ~ was obtained [46], 
and for system III an even lower value of K was ob- 
tained. Another difficulty in the interpretation of the re- 
sults may arise from the contribution of radiative energy 
transfer to the decrease in the observed values of the 
emission anisotropy. Finally, the distinct influence of ex- 
citation wavelength and nonhomogeneous broadening of 
the absorption and emission bands in viscous solutions 
should be taken into account. 

All chemical compounds were analytically pure. 
Anhydrous glycerol and ethanol were used as solvents. 
Some of the data for the systems investigated are listed 
in Table I1. 

The solution pathlength in the cuvette was such 
that: 

2.3gff ax CDd<O. 1 (28) 

where ~ax is the maximum value of the donor extinction 
coefficient, for most of the range of  concentration in- 
vestigated. Under this condition, the influence of sec- 
ondary effects on the emission anisotropy cma be 
neglected [48]. At the highest concentrations, where this 
relationship could not be fulfilled, corrections to the ob- 
served emission anisotropy values were introduced [49]. 
Fluorescence spectra were measured with front-face ex- 
citation and observation of the sample and corrected for 
the spectral sensitivity of the detection system. For ab- 
sorption measurements, a Specord M-40 spectrophotom- 
eter was employed. 

The steady-state emission anisotropy was measured 
with a single-photon-counting apparatus described in de- 
tail previously [50,51]. The measurements reported 
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Fig. 4. Concentration dependence of the steady-state emission anisot- 
ro W rM/roM for Na-fluorescein in glycerol-ethanol solntions (A) and 
glycerol solutions (13) as well as for rhodarnine 6G in glycerol (C). 
Curve 1 was calculated for a one-component system from Eqs. (4) and 
(13); curve 2, for a two-component system from Eqs, (31) and (33). 
Equations (4) and (31) represent the hopping model; Eqs. (13) and 
(33), the diagrammatic model. (o) Experimental points obtained for 

herein were carried out with an accuracy of 0.002. Emis- 
sion anisotropy was recorded over a very wide range of 
concentration and also of excitation wavelength. In the 
case of Na-fluorescein, the emission anisotropy from 
10 _5 M up to about 10 -1 M solutions was measured. 
Each sample was excited at wavelength Xox ranging from 
440 to 540 nm. In the case of rhodamine 6G, the re- 
spective ranges were 10 -5 M < CD < 10 -1 M and 500 
nm < Xex < 590 nm. 

RESULTS AND DISCUSSION 

Figure 4 shows the experimentally determined 
course of emission anisotropy versus reduced concentra- 
tion for Na-fluorescein in glycerol and glycerol--ethanol 
solvent, as well as for rhodamine 6G in glycerol, ob- 
tained upon excitation corresponding to the mean 0-0 
transition 0rex ~ ko~). Curves 1 are based on Eqs. (4) 
and (13) for values of the parameters listed in Table III. 
It can be seen that the two theoretical curves overlay 
each other throughout the whole concentration range. 
Critical concentrations Co MM were determined from the 
relationship of Eq. (29) [31]: 

C~M=4.23 • 10-10n2('q0MK'Z/MM) -1/2 (29) 

where n is the refractive index of the medium, "q0M is 
the absolute yield of the donor, ~ is the averaged ori- 
entation factor, and IMM is the spectral overlap integral 
given by 

. f f ~ ( v ) ~ ( v ) ,  
LMM = . I  ~.4 av  (30) 

0 1) 

where v is the wavenumber aM(V) is the decimal molar 
extinction coefficient and fM(V) is the spectral distribu- 
tion of the fluorescence intensity per unit frequency in- 
terval normalized to unity. 

Excellent agreement between the theory and the ex- 
periment can be seen up to high concentrations without 
any adjustable parameters. At the highest concentrations, 
distinct discrepancies between the experimental data and 
the theoretical curves are apparent. The increase in rM/roM 
values at the highest concentrations (repolarization ef- 
fect) is explained by the presence of nonfluorescent di- 
mers in the solutions which trap the excitation energy 
[4]. In the case of  rhodamine 6G, the values of  rM/roM 
deviate to a much greater degree from the theoretical 
curve than is the case for Na-fluorescein solutions, which 
can be explained by the greater susceptibility of rhoda- 
mine 6G molecules to dimerize. The presence of  such 
dimer traps means that there is no longer a one-corn- 
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_ m 

System Ro ~M (A) 

Table 1II. Values of Energy Transfer Parameters for the Systems Investigated 

Ro Mr (A) Co "M (10 -3 M) Co ~ (1W 3 M) z=RoMr/Ro M~: a(z) ~ ~(z) ~ ~o. ~o~ 

I. Na-F1/G+Et 44.8 50.4 4.39 3.09 
II. Na-F1/G 44.8 50.4 4,39 3.09 

III. R6G/G 48.92 54. I 3.39 2.51 
i 

~ obtained as a result of interpolation of the data listed in Ref. 12. 
bTaken from Ref, 53, 
*Taken from Ref. 54. 

1.124 0.25 0.58 0.9 b 3,69" 
1.124 0.25 0,58 0.9 3.69 
1,106 0.26 0.59 0.95 3.78 

i [11 I 

Table IV. Physical Parameters of Na-Fluorescein and Rhodamine 
6G Aqueous and Aqueous-Glycerolic Solutions 

System Viscosity (P's) K (M <) T (K) Ref. 

Na-F1/GW 0.33 0.235 a 303 52 
Na-F1/GW 0.043 0.786 a 303 52 
Na-FI/GW 1.753 ~ 54 
Na-F1/W 0.001 5.0 b 293 56 
R6G/GW 0.17 19.5 e 293 45 
R6GAV 0.001 2580 b 293 45 

I IIII II i 

oValues calculated based on the concentration changes of the emission 
anisotropy and quanama yield. 
~Values obtained based on spectral measurements. 

ponent, but now a two-component system consisting of 
two types of molecular units: monomers and dimers 
(traps). Thus, the emission anisotropy courses of the sys- 
tems investigated can be described over the whole con- 
centration range by Eqs. (31) and (33) obtained for 
two-component systems within the frameworks of the 
hopping [9] and diagrammatic [12] models, respectively: 

where 

r ' = l  - ~y(y) (31) 
tOM Y 

y=2-1ayv+y r (32) 

and 

rM=l  - --~ ~/M + --{0.1887Q 
t " O  M , ' f f  

+ (0.3832 - a(z))m-*Q}'yb (33) 

where 

x=-'~-[m< + 7~]y. (34) 

4 ,  
2 1 2 y=l---{O.3371m +(O.13716-o~(z+~3(z))m +0.1887}3,, (35) 

q - f  

= - -  - -  m=--  (36) 3'M 2 Co MM' ~r: 2 Co Mr' Yr 

cx and [3 are the functions o fz  = RoMr/Ro M~'1 and Yr denotes 
the reduced concentration of dimers (traps). Expressions 
(31) and (33) for rn ---> o0 are identical to (4) and (13), 
respectively. To calculate the concentration of dimers 
C ,  the values of dimerization constants listed in Table 
II were used. The critical concentrations Co Mr could not 
be calculated from Eq. (29) in view of the very weak 
concentration dependence of the absorption bands, 
which rendered the exact determination of the dimer ab- 
sorption spectrum impossible. For this reason the value 
of 1.42 for CMM/CU was taken from Ref. 52 for Na- 
fluorescein and 1.35 for rhodamine 6G from Ref. 47. 
For the systems under consideration, the values of z = 
(CMM/Cfr) 1/3 as well as those of a(z) and [3(z) (obtained 
as a result of interpolation of the data given in Ref. 12) 
are listed in Table III. 

Curves 2 also shown in Fig. 4 were calculated from 
expressions (31) and (33) for the values of parameters 
listed in Table III, and again the results obtained, with 
no adjustable parameters, are practically indistinguisha- 
ble over the whole concentration range. 

Experimental investigations of concentration de- 
polarization have been the subject of many papers, but 
restricted mainly to low and moderate concentrations [2- 
4]. Only a few papers have dealt with emission anisot- 
ropy measurements carried out over wide concentration 
ranges. Measurements of  this kind have been carried out, 
in particular, for Na-fluorescein as well as for rhodamine 
6G in glycerol-water solutions [52,54,55]. A slight in- 
crease in the emission anisotropy was found at very high 
concentrations, reflecting the presence of dimers in these 
systems. In Table IV, the values of dimerization con- 
stants for Na-fluorescein in glycerol-water solvents (Na- 
F1/GW) obtained as indicated above are presented. For 
glycerol-water solutions of rhodamine 6G as well as for 
aqueous solutions of rhodamine 6G and Na-fluorescein, 
the dimerization constants were determined directly 
based on changes in the absorption spectra as a function 
of concentration. The values of the dimerization con- 
stants determined are higher than those obtained for the 
systems reported here. This is connected with the pres- 
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Fig. 5. Concentration ratio of monomers to dimers (CjCr) in Na- 
fluorescein and rhodamine 6G solutions versus the reduced monomer 
concentration (see Tables II and IV); Cu/C r was calculated for the 
following dimerization constants expressed as 3//1: (1) 0.171; (2) 
0.201; (3) 0.235; (4) 0.786; (5) 1.209; (6) 1.175; (7) 5.0; (8) 19.5; (9) 
2580. 

ence of water in the systems previously investigated. In 
the case of rhodamine 6G, the influence of water on the 
value of the dimerization constant is particularly strong. 
In Fig. 5 the ratios Cu/C r for the systems both herein 
reported and previously investigated are presented. Fig- 
ures 4B and C show that changes in the emission ani- 
sotropy with concentration in glycerol solutions are 
consistent with the theory for one-component systems 
(curve 1) up to "/M values of 7 (Na-fluorescein) and 2 
(rhodamine 6G), respectively. This means that, in glyc- 
erol solution, Na-ftuorescein and rhodamine 6G can be 
regarded as one-component systems for concentrations 
not exceeding 3.5 • 10 -2 and 7.5 • 10 -3 M, respec- 
tively. It can be seen from Fig. 5, curves 1 and 5, re- 
spectively, that the concentrations CM corresponding to 
these limiting values of "/M are more than two orders of 
magnitude higher than those of the dimers. 

Only a few experimental papers dealing with emis- 
sion anisotropy decays in one-component systems have 
been reported so far [18,22,24,57-59]. Some of the ear- 
liest were those of Kamiflski et al.,tsT-s9] in which the 
fluorescence anisotropy decay of 9-methylanthracene in 
acetyl cellulose films was investigated. It was found that 
the decay curve could be fitted very well with a formula 
analogous to that proposed by Huber et al. [5]. The time 
dependence of the emission anisotropy of rhodamine 6G 
has also been investigated as a one-component system 
[18,22]. Gochanour and Fayer [18] verified experimen- 
tally their self-consistent three-body approximation to 
Green's function G~(t). This function in a three-dimen- 

sional system is related to the transient emission anisot- 
ropy by 

5 zLt)-I_, (0 (37) 
G~(t) =2 iit(t)+2i.(t ) 

(assuming ro = 0.4, the theoretically limiting value) 
where /L(t) and L(t) denote the fluorescence intensity 
components polarized parallel and perpendicular to the 
electric vector of the exciting !ight. They measured the 
components/l(t) and L(t) for rhodamine 6G in glycerol 
and compared them with the relations 

/l'(t) = e x p ( - + )  [ 1 +~G~(t)] (38) 

"r0M / L 5 A 

for the known lifetime ToM and the reduced concentration 
"/M, obtaining very good agreement for t/'rOM < 2.5 and 
concentrations C M < 2.6 10 3 M without recourse to 
adjustable parameters. Anfinrud et al. [22] have also 
found good agreement between the GAF theory and ex- 
periment for this system, except at higher concentrations, 
where the measured decay became strongly distorted due 
to excitation trapping by dimers. Similar results have 
also been obtained for DODCI in glycerol [24]. 

In rigid matrices as well as in viscous solutions, 
where the orientation relaxation time of solvent mole- 
cules is longer than the mean lifetime of the monomers 
in the excited state (% > %M), an effect associated with 
nonhomogeneous broadening of th e energy levels of flu- 
orescent molecules may be anticipated [60-62]. The ex- 
perimental courses of the emission anisotropy as a 
function of dye concentration for the Na-fluorescein 
glycerol-ethanol and glycerol solutions (systems I and 
II) obtained upon Stokes (kex < )tOm) and anti-Stokes 
(kex > k0_o) excitations are presented in Fig. 6. It can be 
seen that, in the former case, the experimental results 
indicate a greater depolarization than predicted by the 
theory. Upon anti-Stokes excitation, however, there is 
less depolarization than predicted. This dispersive char- 
acter, i.e., the influence of the excitation wavelength on 
the rate of energy migration and thereby on the emission 
anisotropy, can qualitatively be explained by the pres- 
ence of fluorescent centers with different 0-0 transition 
energies. 

Such nonhomogeneous broadening can lead to so- 
called directional energy transfer from the "blue"  
(Stokes) monomer centers to the " red"  anti-Stokes ones 
due to increased overlap between blue center emission 
and red center absorption spectra. The selective excita- 
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Fig. 6. The steady-state emission anisotropy ~5/roM for glycerol-etha- 
nol and glycerol solutions of Na-fluorescein versus the reduced con- 
centration of monomer yu for Stokes (o) and anti-Stokes (9 excitation, 
respectively. 

tion of the "redder" fraction of the monomers leads to 
a decrease in the energy migration efficiency because 
transfer to the "bluer" centers becomes less probable as 
a result of decreased overlap and quantum yield [62]. 
Particularly strong differences in the emission anisotropy 
are observed in the high concentration range, and this is 
probably caused by similar effects of overlap with the 
dimer absorption spectrum. At any rate, the disagree- 
ment between the theory and experiment depends 
strongly on the excitation wavelength and, in the mod- 
erate concentration range, cannot be explained by the 
presence of dimers. The best agreement between the the- 
ory and the experimental data in both moderate and high 
concentration ranges is observed for excitation wave- 
lengths corresponding to the "mean"  0-0 transition, as 
can be seen in Fig. 4. It should be emphasized that in 
this case also the energy migration remains dispersive, 

but the contribution of the dispersive migration to the 
greater depolarization for those centers with h ~  lower 
than the "mean"  is compensated by the contribution of 
lesser depolarization for those with ~-o-0 greater than the 
mean. 

The influence of the excitation wavelength on the 
concentration depolarization of fluorescence in one-com- 
ponent systems has also been reported previously in sev- 
eral papers [54,63-65]. The experimental data were 
compared there with the results of the CDF theory of 
nondispersive energy migration. The values of critical 
radii obtained as best-fit parameters were found to be 
dependent on the excitation wavelength; lower values of 
Rf  M corresponding to the experimental data obtained at 
longer excitation wavelengths showed weaker depolari- 
zation. 

Time-resolved fluorescence depolarization studies 
of electronic excitation migration among solutes in solid 
and viscous media at different excitation wavelengths 
have also been carried out, and dispersive energy mi- 
gration in Langmuir-Blodgett films [66], polymeric 
glasses [67,68], and viscous solutions [69] at room tem- 
perature and below has been observed, the measured 
G~(t) decays being slower at longer excitation wave- 
lengths, in agreement with the steady-state emission an- 
isotropy courses presented in Fig. 6. The differences in 
the G+(t) measured at different excitation wavelengths 
demonstrate that the theory based on the Frrster mech- 
anism in the usual nondispersive form is strictly inade- 
quate for solid and viscous solutions, even at room 
temperature. On the other hand, the existence of a 
"magic excitation wavelength" was demonstrated at 
which dispersive effects appear to vanish. In this case, 
the measured decay G~(t) is adequately (but still not cor- 
rectly, of course) described by the usual theory, not tak- 
ing into account the dispersive excitation transfer. For 
the steady-state depolarization results presented in Figs. 
4 and 6, the corresponding "magic" excitation wave- 
length turns out to be that of the mean 0-0 transition. 

FINAL REMARKS 

A comparison between theoretical results and 
Monte Carlo simulations for the depolarization of emis- 
sion caused by energy migration in a one-component 
three-dimensional system has been carried out for 
steady-state emission anisotropy over a wide range of 
concentrations and for the decay of emission anisotropy 
at selected concentrations. For yu(t/%M) 1/2 < 3, excellent 
agreement between the theoretical models and the sim- 
ulation results was found, as also reported previously 
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[20,21,39]. However, for high concentrations and long 
times the theoretical steady-state depolarizations and an- 
isotropy decays are faster than the corresponding simu- 
lation results (e.g., Fig. 3), the decay predicted by the 
GAF theory in particular being distinctly faster. 

The reasons for the discrepancies may arise from 
the difference in the assumption made in the theories 
and in the Monte Carlo simulation concerning the ori- 
entation factor calculation. However, the use of an av- 
erage value of ~ in the theory instead of real values 
K~ was shown to have only a minor influence on the 
results obtained. Again, the assumption of point dipole 
fluorescent molecules would predict, for high concentra- 
tions, decays faster than observed, since it would not 
eliminate the physically impossible very close apposi- 
tions and, therefore, very high transfer probabilities of 
pairs of molecules, which would begin to exert an influ- 
ence at these concentrations [21,70]. However, a simple 
estimation [21] shows that for dipole-dipole interaction 
with R~ M = 50 •, the influence of the finite molecular 
volume can be neglected. 

On the other hand, the rejection of the four-body 
approximation and probably even higher-order processes 
which might affect the decay G'(t) might then contribute 
to the observed discrepancy between the simulation and 
the GAF theory. However, for higher-order approxima- 
tions the calculations are extremely arduous and unlikely 
to lead to any effect of practical importance. The amaz- 
ingly precise correspondence between the simulation and 
the Huber function R(t) is particularly worthy of note, 
and the simplicity of this function is an additional ad- 
vantage. 

The solutions studied herein were close to one- 
component systems over a wide range of concentrations. 
For excitation wavelengths corresponding to the (mean) 
0-0 transition, good agreement between the experimen- 
tal data and the theoretical/simulation predictions was 
found without the necessity for introducing any adjust- 
able parameter. At the highest concentrations, the ex- 
perimental depolarizations passed through a minimum 
value, deviating distinctly from the theoretical curves 
obtained for one-component systems. At such concen- 
trations the systems contain both monomers and dimers 
and could be correctly described by the appropriate 
curves for two-component systems. In view of the ex- 
perimental difficulties in the verification of theory over 
very wide concentration and time ranges, information 
from Monte Carlo simulations is invaluable. 

For the steady-state emission anisotropy measure- 
ments made using different excitation wavelengths, the 
experimental results depart from those predicted by the 
theory except for excitation at the (mean) 0-0 transition. 

For excitation at shorter wavelengths the experimental 
depolarization is faster; at longer wavelengths, slower. 
For experimental data obtained at excitation wavelengths 
he~ q= k~0, agreement with the theory can be obtained 
only for values of critical distances different from those 
determined from the spectroscopic measurements. 
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